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ABSTRACT. This paper aims to put forward a reflection about personalization and profiling within framework of Smart Tourism Destinations (STD) and analyzing their risks to privacy and data protection given the applicability of the new General Data Protection Regulation of the EU (GDPR), as well as those coming from the ePrivacy Directive regarding mobile devices. Our main result provides a roadmap for compliance of STD design and management with the core principles embodied in the GDPR, offering guidelines both for Public and Private Sectors and for other stakeholders, namely for travellers as citizens.

RESUMEN. Este artículo busca proponer una reflexión sobre la personalización y el perfilado en el marco de los Destinos Turísticos Inteligentes (DTI) y asimismo analizar los riesgos para la privacidad y la protección de datos teniendo en cuenta la aplicabilidad del nuevo Reglamento General sobre Protección de datos de la UE (RGPD), bien como de la Directiva de ePrivacidad en lo que concierne los dispositivos móviles. Nuestro principal resultado es el de facilitar una hoja de ruta para la conformidad del diseño y la gestión de los DTI con los principios presentes en el RGPD, ofreciendo orientaciones a los Sectores Público y Privado y demás interesados, señaladamente a los viajeros.
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1. Introduction

As is well known, Smart Tourism Destinations (hereinafter STD) are an offspring of the technological foundations of Smart Cities, being one of the most relevant type of Smart Territories. Therefore, they benefit from the interplay between other technological environments based on the Internet of Things (IoT) and the Cloud, as enabled by Big Data Analytics.

Currently, companies from the travel, tourism and hospitality industry have started adopting robots, Artificial Intelligence (AI) and service automation technologies (RAISA) in their operations. Pledging examples range from self-check-in kiosks, delivery robots, chatbots, increasingly used by tourism companies and change the ways they create and deliver services. AI and ML - Machine Learning algorithms are now an evolutionary part of personalized smart tourism: from a click-type-tap style searching, to a smart chatbot that provide hotel recommendations based on the tourists reviews and preferences. Notably, “through predictive analytics, the most favored destinations, lodging and dining preferences, ancillary services needs, and tourism experiences can be identified for each passenger. Online analytical services such as price prediction and desirability rankings can increase the likelihood of purchase” (Davenport, 2013).

These technology-enhanced and personalized experiences are potentiated through intensive profiling, which involve processes of information management that entail legal risks, demanding a careful analysis of the data protection framework. However, in Europe, compliance with the General Data Protection Regulation (Regulation (EU) 2016/679, hereinafter GDPR), which came into effect on 25 May 2018, forbids decision-making based on profiling which produces legal effects concerning tourists or similarly significantly affects them, such as price discrimination or denial of services.

Here, we will focus on what is profiling within STD and the risks therefrom to Data Protection and privacy. The connections between STD and Privacy & Data Protection did not receive significant attention within legal research (Masseno & Santos, 2018a, 2018b), even if it was perceived and identified as an overlooked issue by tourism science (Gretzel, Sigala, Xiang & Koo, 2015; Buhalis & Amaranggana, 2013; Anuar & Gretzel, 2011).

The paper is organized as follows. In section 2 we explain why personalization and profiling are so important in STD. Section 3 outlines some of the most important risks raised by profiling in STD regarding privacy and data protection. Section 4 describes the obligations of the organizations processing personal data, according to the GDPR (Regulation (EU) 2016/679), which constitute the current basis of the EU-wide legal obligations regarding privacy and data protection. Section 5 refers to the compliance tools which confirm to the above-mentioned legal obligations. Section 6 deals with mobility, while Section 7 concludes the paper.

2. Personalization in Smart Tourism Destinations

Tourism service providers are adapting their serviceable approach to meet personalization expectations. The implementation of smart ICT empowers tourism experience through the offer of enhanced products and services that are customized, personalized (personalized infotainment services) to meet each of the visitor’s unique needs and even implied desires at an unconscious level of travelers. Notably, such tailoring is pursued since understanding travelers’ needs, wishes and desires becomes increasingly critical for the attractiveness of...
destinations.

A data-driven customization and personalization is attained through identified venues: by collecting user-generated content (UGC), loyalty program status, travel history, past search behaviors patterns, purchase history. This crowdsourced data is harvested from technological artifacts, and reused to provide meaningful offers fitting perfectly the clients’ needs, with the ultimate desideratum of achieving more satisfaction at the experience environment.

Digital footprints of each customer on the travel platform allows the system to understand needs, budget and preferences of each customer, and suggest deals that are plausible and welcome. As a matter of fact, delivering the right recommendations at the right time will help reinforce customers’ loyalty, keeping them coming back again and again (Bulanov, n.d.). Still, there are many possible ways to increase personalization which may be valued by traveler tourists.

Examples abound (Davenport, 2013): personalization based on customer behaviors (or their absence) “We are sorry we missed you this week on the Dallas-Chicago flight after twelve straight weeks of enjoying your company!”; personalization based on social media relationships, “Several of your Facebook friends have recently enjoyed visits to Bermuda, so we’re offering you 20% off to try it yourself”; personalization with regard to ancillary sales, “We know you’ve enjoyed our great restaurant in the past, so when you visit next week, here’s a coupon for a free appetizer at it”; personalization involving the entire journey, not just a segment of it, “We hope you enjoy your flight to Phoenix next week. Can we interest you in a rate of $199 at the Scottsdale Princess? We’ll include the limo transfer”; personalization based on location, “We see you have just arrived in Frankfurt Flughafen, and your final destination is Heidelberg. Did you know there is a Deutsche Bahn train that can get you there in 45 minutes?”; personalization based on schedule disruptions, “We are sorry to observe that you are likely to miss your flight departure. Would you like a seat in first class on the next one at 3:15PM?”.

Therefore, these STD personalized experiences are achieved through intensive profiling, context-awareness and real-time monitoring processes of tourism-related data. One of the main aspects needed to profile tourists is the motivations (Femenia-Serra, García Hernández, Valle Tuero & Perles Ribes, 2018), behind their decision to visit a destination. Although slightly adapted to each destination because of their intrinsic characteristics, destinations attract distinct profiles of tourists, as the recreational nature-related or “sun and sand” motivations, and on the other hand, urban, cultural and gastronomic motivations. This tourism-related data, inherently cross-border, holds strategic commercial value. It comprises, for example, data:

i. provided directly by tourists, such as transactional data between tourists and transportation/hospitality undertakings derived from queries/searches, purchases, and other exchanges;
ii. observed about the individuals, such as location data via an application; collected via UGC profiles, established preferences, needs, etc.;
iii. derived or inferred from other data, such as a profile of a tourist that has been created through UGC, e.g. a credit score profile.

These data allow the detection and prediction of future behaviors and trends, rendering enormous interest for economic operators, and allow destinations to better plan for future tourists in terms of mobility, popular attractions, and other potential issues of tourism management. Then, STD can extract valuable insights from tourism data that could elevate them to a new dimension of customer experience and improve the way they interact with customers, hence gaining competitive advantages.

2.1. Profiling within Smart Tourism Destinations

Profiling is an important feature in any tourism destinations. In fact, STD data-processing scenarios collect user’s input and feedback on personal preferences, interests, behavior, location, which are used to build fine-
grained premium services and recommender systems in the form of trail packages. The richer the user profile, the higher the temptation for the operators to target a user with unsolicited advertising or to engineer a pricing structure capable to extract as much surplus from the user as possible (ENISA, 2014).

But the very process of profiling is often invisible to an average tourist. It works by creating derived or inferred data about them and ‘new’ personal data that has not been provided directly by the tourists themselves. Individuals have differing levels of comprehension and may find it challenging to understand the complex techniques involved in profiling and automated decision-making processes (Regulation 2016/679). Hereby we posit the question if all profiling processes are legal.

The GDPR defines “profiling” in Article 4 as: “…any form of automated processing of personal data consisting of using those data to evaluate certain personal aspects relating to a natural person, in particular to analyse or predict aspects concerning that natural person’s performance at work, economic situation, health, personal preferences, interests, reliability, behaviour, location or movements”.

We follow the reasoning of profiling of the 29 Working Party to analyse the potential consequences of profiling within STD. Accordingly to the definition of the 29 Working Party, profiling has three elements:

i. it has to be an automated form of processing;
ii. it has to be carried out on personal data (Regulation 2016/679, ART 29 WP Opinion 4/2007); and
iii. the objective of the profiling must be to evaluate personal aspects about a natural person. This involves some form of assessment or judgment about a person (or group of persons) to place them into a certain category or group, in particular, or group, in particular to analyze and/or make predictions about, for example, their ability to perform a task; interests; or likely behaviour.

There are potentially three ways in which profiling may be used:

i. general profiling;
ii. decision-making based on profiling; and
iii. solely automated decision-making, including profiling, which produces legal effects or similarly significantly affects the data subject, Article 22(1)).

Nevertheless, data controllers can carry out general profiling and automated decision-making based on profiling, as long as they can meet all the principles and have a lawful basis for the processing as we refer to in section 4.1 (through valid consent, contract, legal obligation, etc). On the other hand, the GDPR prohibits point (iii) in specific circumstances, when a decision based solely on automated processing, including profiling, has a legal effect on or similarly significantly affects someone (as we explain in the next sub-section 2.2).

2.2. Profiling decision based on automated processing which produces legal effects concerning him or her or similarly significantly affects him or her

This type of profiling decision making is strictly forbidden by the GDPR. In this sub-section, we will decompose this profiling decision in its three parts (according to the reasoning of Art. 29 Working Group (Regulation 2016/679)):

i. based solely on automated processing;
ii. produces legal effects; or
iii. produces similarly significant effects

i. decision based solely on automated processing. This means that there is no human involvement in the decision process (e.g. an automated recommendation, or online advertising). To qualify as human involvement, the controller must ensure that any oversight of the decision is meaningful (rather than just a token gesture). It should be carried out by someone who has the authority and competence to change the decision, with actual


www.ijist-tourism.com
influence on the result.

ii. decision producing legal effects. It requires that the decision affects someone’s legal rights or obligations, such as the freedom to associate with others, vote in an election, or take legal action, or affects a person’s legal status or their rights under a contract. Examples of this type of legal effect include automated decisions about an individual that result in a cancellation of a contract; an entitlement to or denial of a particular social benefit granted by law (such as child or housing benefit); refused admission to a country or denial of citizenship; or

iii. decision producing similarly significant effects. This means that even if profiling does not have an effect on citizen’s legal rights, it could still produce an effect that is similarly significant in its impact. Accordingly, the effects of the processing should be significant to affect the circumstances, behavior or the choices of a tourist and/or lead to their exclusion or discrimination.

Besides, Recital 71 of the GDPR provides the following typical examples, that can easily be put into relation with tourism, and in special with STD: ‘automatic refusal of an online credit application’ or ‘e-recruiting practices without any human intervention’. The following decisions could fall into this category: affecting someone’s financial circumstances, such as their eligibility to credit, or differential pricing, based on personal data; affecting someone’s access to health services; denying someone an employment opportunity or put them at a serious disadvantage; and affecting someone’s access to education, for example university admissions.

Even in these cases of profiling decisions, there are defined exceptions which allow such processing to take place (when there is consent, contract or national provision). So, Recital 71 of the GDPR complements this last form of profiling: it states that such processing should be “subject to suitable safeguards, which should include specific information to the data subject and the right to obtain human intervention, to express his or her point of view, to obtain an explanation of the decision reached after such assessment and to challenge the decision.” These required “safeguarding measures” include the right to be informed (specifically meaningful information about the logic involved, as well as the consequences for the tourist), and safeguards, such as the right to obtain human intervention and the right to challenge the decision (addressed in Article 22(3)).

3. Profiling-based risks within Smart Tourism Destinations for Privacy and Data Protection

In this section we explain some potential risks that profiling within STD technologies entail for Privacy and Data Protection. As is increasingly valued, the use and combination of advanced techniques of Big Data Analytics, which include ML, data mining techniques (DM), etc., enhance the common risks to Privacy and Data Protection. The following are enhanced when information (e.g. mobility data) is connected and matched with data from other sources of publicly available information (e.g., Facebook or Twitter postings, reviews at Booking or at TripAdvisor, blogs entries, etc.) and analysis revealed users’ social interactions and activities, as is the case with smart tourist travel cards.

3.1. Risks related to covert profiling of tourists: unfair, non-transparent processing, and discrimination of tourists

For a start, the GDPR excludes automated individual decision-making that significantly affect individuals, Art. 22 (1). Notably, “[…] analytics based on information caught in an IoT environment might enable the detection of an individual’s even more detailed and complete life and behavior patterns” (Regulation 2016/679, ART 29 WP Opinion 8/2014). Indeed, developments on consumer-tourist automated profiles, facilitated by big data analytics, can significantly affect data subjects (EDPS Opinion 3/2015). Covert profiling can, in certain cases, lead to unintended consequences:

3.2. Unfair processing based in inaccurate data

If the data used in an automated decision-making or profiling process is inaccurate and/or incomplete, any resultant decision or profile can lead to false negatives, and lock a tourist into a specific category, depriving individuals from benefits that they would be entitled to, or restricting them to the company’s suggested preferences. Decisions may be made on the basis of outdated data, not trustworthy, or the incorrect

interpretation of external data. Inaccuracies may lead to inappropriate predictions or statements about, for example, someone’s health, credit or insurance risk. Even if raw data is recorded accurately, the dataset may not be fully representative or the analytics may contain hidden bias. Even exercising the “right to be forgotten”, where data subjects have the right for their data to be erased in several situations (e.g., when the data is no longer necessary for the purpose for which it was collected, or based on inaccurate data (as set by the accuracy principle depicted in Art. 5 (1) (d)), it may in reality be difficult for a business to find and erase someone’s data if it is stored across several different systems and jurisdictions.

3.3. “Filter bubbles”

“Filter bubbles” effect, according to which data subjects will only be exposed to content which confirms their own preferences and patterns, without a door open to serendipity and casual discovery or spontaneity.

3.4. Isolation and/or discrimination

In a STD, ML decisions and profiling can lead to promote direct or indirect discrimination decisions through the denial of services/goods or offering of less attractive deals than others. Examples of the former consist of: denial of insurances, exclusion from the sale of touristic services or high-end products, shops or entertainment complexes to certain profiled tourists, and even targeting with excessively risky or costly products.

Also, ML-based systems used in STD can render automated decisions that could reflect upon health, creditworthiness, taxation, recruitment, insurance risk, etc. An example of a real-life setting is provided by the ART. 29 WG that could easily be transposed to a data broker compiling consumer tourism profiles: “A data broker sells consumer profiles to financial companies without consumer permission or knowledge of the underlying data. The profiles define consumers into categories (carrying titles such as “Rural and Barely Making It,” “Ethnic Second-City Strugglers,” “Tough Start: Young Single Parents,”) or “score” them, focusing on consumers’ financial vulnerability. The financial companies offer these consumers payday loans and other “non-traditional” financial services (high-cost loans and other financially risky products)”.

Even more, profiling within STD can lead to exclude the access to utilities for those unwilling to share personal data. Also, travelers might be discriminated against because they belong to a social group, but also, such ascertainment might be based on factors, identified by the analytics, that they share with members of that group. As such, profiling can perpetuate stereotypes and social segregation.

Have in mind that Big data algorithms (also used in STD scenarios) learn and change in a (semi) autonomous way, making them hard to document; further, organizations often claim secrecy over “how” data is processed on grounds of commercial confidentiality and copyright protecting the software and the trade-secret shield. Hence, profiling and correlation results are invisible and opaque, and its results often impenetrable to laymen, which is left without meaningful information about the employed “algorithmic logic”.

3.5. Identification and re-identification of individuals from allegedly anonymized or pseudonymized data

These concerns stem from the fact that integrating large collections of data from distinct sources of available tourism datasets, even with apparently innocuous, non-obvious or anonymized resources, may enhance a jigsaw of indirect correlation of re-identification; this scenario could escalate if massive information resources via the web are available (Regulation 2016/679. ART 29 WP Opinion 7/2003; Regulation 2016/679. ART 29 WP Opinion 3/2013; Regulation 2016/679. ART 29 WP Opinion 6/2013).

Thereby, personal information set through reidentification intrinsically conforms with legal requirements, as identification not only means the possibility of retrieving a person’s name and/or address, but also includes potential identifiability by singling out, linkability and inference (Regulation 2016/679. ART 29 WP Opinion 05/2014). As data collected by the ubiquitous computing sensors is, in principle, personal data or personally identifiable information, the processing of non-sensitive data can lead, through data mining, to data that reveals
personal or sensitive information, thus blurring the conventional categories of data.

3.6. Repurposing of data and further processing

Profiling can involve the usage of personal data that was initially collected for something other purpose (Regulation 2016/679, ART 29 WP Opinion 03/2013). As an illustrative example, “Some mobile applications provide location services allowing the user to find nearby restaurants offering discounts. However, the data collected is also used to build a profile on the data subject for marketing purposes - to identify their food preferences, or lifestyle in general. The data subject expects their data will be used to find restaurants, but not to receive adverts for pizza delivery just because the app has identified that they arrive home late. This further use of the location data may not be compatible with the purposes for which it was collected in the first place, and may thus require the consent of the individual concerned” (Regulation 2016/679).

3.7. Predisposition to collect, analyze and store all data

The tourism industry is inherently based on data-exchange to create very comprehensive refined and intimate profiles of individuals, and thus, datasets need to be as exhaustive and varied as possible to faithfully reflect tourist activity within a territory.

In substance, smart technology undertakes the extensive collection, aggregation, algorithmic analysis and retention of all the available data for profiling (e.g. profiles of customer purchasing behaviour), hampering the data minimization and storage principles (Art. 5 (1)(c)(e)). In addition, irrelevant data is also being collected and archived, undermining the storage limitation principle (Art. 5 (1) (e)).

3.8. Failed consent

Within this sort of Intelligent Territories, is awkward to give or withhold our prior consent to data collection, as it seems to be absent by design. These ubiquitous sensors are so embedded in the destination that there is little awareness of them, or none at all; thus, they literally “disappear” from the users’ sight. Users will not even be conscious of their presence and hence the notion of consent to the collection of data is problematic.

We may, at least to some extent, concede that obtaining such consent, in STD contexts, would be achieved in a mechanical or perfunctory manner, or as a “routinization”. We also perceive with regard to CCTV, ANPR and MAC whilst tracking and sensing that notice in the form of information signs in the area being surveilled, or on related websites, would not conform to the consent requirements. Thus, the main issue of the IoT embedded in STD is that its sensorization devices are explicitly designed to be unobtrusive and seamless, invisible in use and imperceptible to users and thereupon, users do not have the opportunity to give their unambiguous, informed, specific, explicit, and granular consent (Regulation 2016/679, ART 29 WP Opinion 15/2011).

Therefore, the data controller might have difficulty in demonstrating that consent was given, and the data subject is not able to withdraw that consent. Still, consent is not yet part of a function specification of IoT devices, and thus, they do not have the means to “provide fine-tuned consent in line with the preferences expressed by individuals,” because smart roads, trams, tourist office devices are usually small, screenless and lack an input mechanism (a keyboard or a touch screen) (Regulation 2016/679. ART 29 WP Opinion 8/2014).

4. The obligations of organizations while processing personal data within a STD

While realizing the benefits of profiling and being a competitive STD, addressing data protection concerns supports best practices in information governance. Accordingly, it is in the interests of Destinations to pay careful attention to these issues. Therefore, Data Protection compliance should hence be viewed as an enabler of the success of an STD and not as a regulatory or procedural burden.

By now is widely known that (Art. 83), infringement or non-compliance with the GDPR may lead to fines
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up to €20 million or 4% of the worldwide annual revenue of the prior financial year, whichever is higher. This, along with a system of full compensation of all damages and strict liability, meaning that a fault of the controller or the processor is not required (Art. 82).

As stated in the tourism literature, tourism, by definition, is a service-intensive industry with a “business network”, since it relies on a number of stakeholders for its ability to deliver products and services. In these networks, each of the actors involved in the transportation, accommodation, gastronomy, attractions and ancillary services, potentially process personal data.

For a STD, the public or private organizations that decide the “whys” and “hows” by which the personal data is to be processed are called “data controllers”. They may use other parties that process personal data on their behalf, called “data processors”. Both data controllers and data processors must abide by the GDPR obligations. However, Big Data Analytics can make it difficult to distinguish between controllers and processors; further, within the modern data value chain, organizations outsourcing analytics and AI to specialized companies need to consider carefully who has control over the processing of any personal data (Art. 4 (7) (8)). Therefore, if an organization chooses to store its customer data in the cloud, then the cloud provider is likely to be a data processor, as it is acting on the original organization’s behalf, and it is not determining the purpose of the processing. Hence, if an organization aims to conduct its analytics outsourcing in a data controller-data processor relationship, it is important that the contract includes clear instructions about how the data can be used and the specific purposes for which it is being processed. Nevertheless, it does not follow from the existence of a contract of this type that the sub-contracted company performing data analysis is a data processor; if this company uses its discretion and expertise to decide what data to collect and how to apply its analytic techniques, then it is very likely to be a data controller as well; in facta co-controllership (Art. 24) (ICO, 2017).

Under the accountability principle (Art. 24), data controllers shall be responsible for, and be able to demonstrate compliance with, all the obligations and principles contained in the regulation. Some of its most important obligations are explained below.

4.1. Fair, lawful and transparent processing obligations

STD organizations must process personal data “fairly, lawfully and in a transparent manner in relation to the data subject” (art. 5 (1) (a) of the GDPR), i.e., when the data is collected, it must be clear as to why that data is being collected and how the data will be used. Whether the data is volunteered, observed, inferred, individuals are fully entitled to know what it is, from where and from whom the controllers obtained it, and how automated decisions were taken in relation to it. Also, the controller must provide data subjects with concise, transparent, intelligible and easily accessible information about the processing of their personal data (under art. 12(1), and within the timescale set out in art. 14(3)).

In order to ensure a fair and transparent (Regulation 2016/679. ART 29 WP 260) processing, automated decisions should take account of all the circumstances surrounding the data and not be based on merely de-contextualized information or on data processed results. The controller should furthermore build discrimination detection into their ML systems, to prevent inaccuracies and errors being assigned to labeled profiles, as referred in Recital 71 of GDPR.

Regarding a lawful processing, automated decision-making including profiling, which produces legal effects concerning a tourist or similarly significantly affects him is only permitted when:

i. is necessary for entering into, or performance of, a contract between the traveler and a data controller. It may be difficult to show that big data analytics in STD are strictly necessary for the performance of a contract, since the profiling goes beyond what is required to sell a product or deliver a service;

ii. is based on the tourist explicit consent (Regulation 2016/679. ART 29 WP 259). Data subjects should have enough relevant information on the envisaged use and risks of the processing to ensure that any consent

they provide represents an informed choice;

iii. there is EU or national legislation permitting it, e.g. for monitoring and preventing fraud and tax-evasion, or to ensure the security and reliability of a service provided by the controller (recital 71).

The following lawful bases for processing are relevant for all other automated individual decision-making and profiling (that do not affect travelers) (Art. 6):

i. consent;

ii. necessary for the performance of a contract;

iii. necessary for compliance with a legal obligation, e.g. in connection with fraud prevention or money laundering;

iv. necessary to protect vital interests, e.g. when the profiling is necessary to develop models that predict the spread of life-threatening diseases or in situations of humanitarian emergencies;

v. necessary for the performance of a task carried out in the public interest or exercise of official authority;

vi. necessary for the legitimate interests (Regulation 2016/679. ART 29 WP Opinion 06/2014) pursued by the controller or by a third party.

Most commercial systems rely on the latter basis even if they consist of “the vaguest ground for processing”. This provides a considerable scope for industry to process data by claiming any purportedly necessary “legitimate interest”. In fact, the processing must be “necessary” for legitimate interests and not just potentially interesting for the operator. Besides, the ART 29 WP acknowledges that it would be difficult for controllers to justify using legitimate interests as a lawful basis for intrusive profiling and tracking practices for marketing or advertising purposes, for example those that involve tracking individuals across multiple websites, locations, devices, services or data-brokering. It follows that the processing is unnecessary if there is any other means of meeting that legitimate interest which interferes less with public privacy. So, the controller must carry out a balancing exercise to assess whether their interests are overridden by the data subject’s interests or fundamental rights and freedoms.

A close attention should also be given to the level of detail of the profile (granular profile or broadly described); the comprehensiveness of the profile (whether the profile only describes a small aspect of the data subject, or paints a more comprehensive picture); the impact of the profiling (the effects on the data subject) (Regulation 2016/679).

4.2. Algorithmic accountability

Organizations should also check “algorithmic accountability”, which means being able to check that the algorithms used and developed by machine learning (ML) systems are actually doing what we think they are doing (and are not producing discriminatory, erroneous or unjustified results), under the right to know the “logic of the processing” applied to data (Recital 63, and Arts. 13(2) (f), and 15(1) (h)), respectively, as the GDPR requires the controller to provide meaningful information about the logic involved, not necessarily a complex explanation of the algorithms used or disclosure of the full algorithm. This information should, however, be sufficiently comprehensive for the data subject to understand the reasons for the decision.

So, organizations using ML techniques in STD are obliged to assure data quality by checking the sources of the data, the accuracy of the data, whether is sufficiently up to date, how securely it is kept, and whether there are restrictions on how it can be used (anonymized data).

4.3. Appointing a Data Protection Officer

The GDPR mandates the appointment of a Data Protection Officer (DPO) within the organization whose responsibilities include: monitoring data governance and privacy, providing advice, monitoring data protection impact assessments, and acting as the point of contact with any supervisory authority. This is mandatory where the processing is carried out by a public authority or body, except for the courts; their core activities consist of processing operations which require regular and systematic monitoring of data subjects on a large scale, or
processing on a large scale of special categories of data (Articles 37 to 39) (Regulation 2016/679, ART 29 WP 243).

4.4. Purpose limitation

The principle of purpose limitation is to ensure that the purpose for which the data is collected is specified and lawful. This principle also prevents arbitrary re-use, which means that personal data should not be further processed in a manner that the data subject might consider unexpected, inappropriate or otherwise objectionable (COE, 2017) and therefore unrelated to the delivery of the service. In other words, exposing data subjects to different/greater risks than those contemplated by the initial purposes may be considered to amount to the further processing of data in an unexpected manner (Regulation 2016/679, ART 29 WP Opinion 3/2013).

4.5. Data Minimization and retention obligations

Data minimization means that personal data shall be “adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed” (Art. 5 (1) (c)). This obligation means that STD entities should minimize the amount of data they collect and process, and the length of time they keep the data. Even if, in practice, smart technology envisages the massive collection, aggregation and algorithmic analysis for profiling purposes, controllers should be able to explain and motivate the need to collect and hold personal data, or consider using aggregated, anonymized or (when this provides enough protection) pseudonymized data for profiling.

As for data storage, personal data shall not be kept (stored) longer than necessary for the purpose for which it is being processed, as prescribed by the storage limitation principle (Art. 5 (1) (e)). This obligation is part of the lifecycle governance strategy retention policies of companies that defensibly dispose of irrelevant data rather than keeping data archived forever. Regarding retention timeframes, retention schedules allow unnecessary data to be disposed of, as it is no longer of business value or needed to meet legal obligations. Data mapping techniques may permissibly identify where and what type of data is stored within an organization. Data management segmentation can also help to segregate EU data from data coming from other data subjects.

4.6. Accuracy and up to date processing obligations regarding profiling

Controllers should consider accuracy at all stages of the profiling process, specifically when: collecting data; analysing data; building a profile for an individual; or applying a profile to decide affecting that person.

If sources of data are reliable, accurate and representative, so too must be the results drawn from big data analysis employed in a STD environment (Art. 5 (1) (d)). For example, analysis based on social media sources are not necessarily representative of the population as a whole (ICO, 2017).

Destinations deploying ML algorithms need to consider the distinction between correlation and causation (ICO, 2017), i.e., when there is no direct cause and effect between two phenomena that show a close correlation. In these cases, there is a risk of drawing inaccurate, but also – and when applied at the individual level – potentially unfair and discriminatory conclusions (EDPS Opinion 7/2015). The potential accuracy (or inaccuracy) of any resulting decisions might cause discriminatory, erroneous and unjustified decisions regarding the data subject’s behavior in relation to their health, creditworthiness, recruitment, insurance risk, etc. Thus, the quality of the profiles and of the personal data upon which they are built, again, seem to matter just for the success of the industry.

Controllers also need implement measures to verify and ensure that data reused and/or obtained indirectly is accurate and up to date. This reinforces the importance of providing clear information about the personal data being processed, so that the data subject can correct any inaccuracies and improve the quality of the data.
4.7. Data breach reporting

EU data protection law requires controllers to promptly notify the relevant supervisory authority and the data subjects of potential data breaches in the event of causing a high risk to data subjects. The notification must include at least: the name and contact details of the DPO (or other relevant point of contact); the likely consequences of the data breach; and any measures taken by the controller to remedy or mitigate the breach. However, the controller may be exempt from this requirement if the risk of harm is remote because the affected data are protected (e.g., due to strong encryption). Most importantly, if the risks associated with the breach have been effectively resolved, then the organization may be exempt from the notification requirements (Regulation 2016/679, Art 29 WP 250).

4.8. Processing activities records

EU data protection law requires organizations involved in STD to keep records (written or electronic) of their data processing activities (Art.30). Examples of records to be kept include the purposes of the processing; the categories of data subjects and personal data processed; and the categories of recipients with whom the data may be shared. Upon request, these records must be disclosed to National Data Protection Authorities.

4.9. Codes of conduct and certification mechanism

In order to enhance transparency and compliance with this Regulation, associations and other institutional bodies representing both controllers and processors are obliged to elaborate codes of practice specifying how the GDPR should be applied. These bodies must then submit their draft codes of conduct to the relevant supervisory authority for approval.

Besides, the GDPR introduced certification mechanisms and data protection marks, allowing data subjects to quickly assess the level of data protection employed by the products and services in question. A list of certified organizations will thus be publicly available. Codes of conduct and approved certification mechanisms will also assist controllers in identifying the risks related to their type of processing and in adhering to best practices.

5. Compliance tools at the GDPR

Compliance tools enable STD organizations to meet their data protection obligations while protecting people’s privacy rights in a STD context. These are: anonymization and pseudonymization techniques, privacy policies, data protection impact assessment (DPIA), personal data stores, algorithmic transparency, privacy seals/certification, and privacy by design (PbD) measures to mitigate identified legal risks and implications. STD managers may demonstrate commitment to compliance through internal documentation and employee training in relation the GDPR-related mandates, such as via written internal policies.

5.1. Anonymization

As a stated principle, when data is rendered anonymous (Recital 26 of the GDPR) all identifying elements have been irreversibly eliminated from a set of personal data, and allows no possibility to re-identify the person(s) concerned. Consequently, it is deemed to be no longer personal data. Later, anonymised data might be aggregated in order to be analysed and to gain insights about the population, as well as combined with data from any other sources. At this stage, IoT developers can analyse, share, sell or publish the data without any data protection requirements.

Conversely, de-anonymization strategies in DM entails that anonymous data is cross-referenced with other sources to re-identify the anonymous data. Thus, the processing of datasets rendered anonymous may never be absolutely ensured.

In what has to do with pseudonymized personal data, identifiers are replaced by a pseudonym (through encryption of the identifiers). In turn, pseudonymized data continues to allow an individual data subject to be singled out and linkable across different datasets and therefore stays inside the scope of the legal regime of data...
5.2. Privacy policies

Privacy policies consist of documents which set forth an organization’s data practices on processing activities of personal data to its users, such as collection, use, sharing, and retention. They serve as a basis for decision-making and as a “tool for preference-matching” for consumers, as consumers tend to place a higher value on a product/service, after learning more about its attributes and tradeoffs. As such, Privacy Policies constitute the locus where consequences are produced, the “technically most feasible place to protect privacy and personal data” (Executive Office of the President – USA, 2014).

The GDPR states that information addressed to the data subject should be “concise, easily accessible and easy to understand, and that clear and plain language, and additionally, where appropriate, visualization is used” (Article 12(7) and Recital 60).

However, in a STD scenario, these requirements can be problematic, and it has been suggested that privacy notices are not feasible when Big Data Analytics are entailed, given that: travelers engaged in tourism are unwilling to read lengthy legalese such as privacy notices, since it would take significantly more time than they spend using the content or the app itself; the context in which data is collected (e.g., destination apps, wearable watches and glasses or IoT devices) is difficult to provide the information.

Regarding the amount and type of these interactions, it is just too onerous for each data subject to assess their privacy settings across dozens of entities in order to ponder the non-negotiable tradeoffs of agreeing to privacy policies without knowing how the data might be used now, and in the future, and to assess the cumulative effects of their data being merged with other datasets. On the other hand, information can be delivered in a user-friendly form, namely by: videos or in-app notices; cartoons and standard icons applied to privacy notices, explaining their content. As for wearable devices, privacy information could be provided on the device itself, or by broadcasting the information via Wi-Fi or making it available through a QR code (Regulation 2016/679. ART 29 WP Opinion 8/2014).

5.3. Data protection impact assessment

A data protection impact assessment (DPIA) is a tool that can help to identify and mitigate privacy risks before the processing of personal data. This assessment involves description of the envisaged processing operations, an evaluation of the privacy risks and the measures contemplated to address those risks.

Art. 35 of GDPR indicates that when a type of processing which uses a systematic and extensive evaluation of individuals based on automated processing and profiling is likely to result in a high risk to the rights and freedoms of natural persons, the controller shall, prior to the processing, carry out an assessment of the impact of the envisaged operations on the protection of personal data. It is likely that general big data applications within an STD involving the processing of personal data will fall into this category (Regulation 2016/679. ART 29 WP 248).

5.4. Privacy by design

By design solutions (PbD) is an approach in which IT system designers seek to adopt preemptive technological and organizational measures to protect personal data, when designing or creating new products and services. By design solutions are necessary at the early development stage (planning and implementation) of any new product or service that affects personal data. It aims to address privacy concerns attached to the very same technology that might create risks (Art. 25).

Besides anonymization techniques, PbD involves other engineering and organizational measures, including: security measures such as access controls, audit logs and encryption; data minimization measures, to ensure that only the personal data that is needed for a particular analysis or transaction is processed at each step (such as validating a customer); purpose limitation and data segregation measures so that, for example,
personal data is kept separately from data used for processing intended to detect general trends and correlations; as well as sticky policies which record individual preferences, and corporate rules within the metadata that accompanies data.

Within a STD scenario, controllers and processors should test the adequacy of the above-mentioned solutions by design on a limited amount of data by means of simulations before they are used on a larger scale. Such a learn-from-experience approach makes it possible to assess the potential bias inherent in using different parameters in analyzing data, and provides a rational for minimising the use of information. However, there is a lack of a privacy mindset in IT system designers. As stated by ENISA: “[…] privacy and data protection features are, on the whole, ignored by traditional engineering approaches when implementing the desired functionality. This ignorance is caused and supported by limitations of awareness and understanding of developers and data controllers as well as lacking tools to realize privacy by design. While the research community is very active and growing, and constantly improving existing and contributing further building blocks, it is only loosely interlinked with practice” (ENISA, 2014).

5.5. Personal data spaces
The European Data Protection Supervisor suggested that one way to increase an individual’s control over the use of their data is through what are usually called personal data spaces, vaults or stores, which are often provided by personal information management services (EDPS Opinion 7/2015).

These are third-party services (intermediaries) that collect, manage and store people’s personal data on their behalf and make it available to organisations as and when the individuals wish to do so. This tool aims to address criticisms related to the lack of control over how personal data is used in a big data environment, as tourists are not aware of how data is being collected or how it is used, and do not have the time to read privacy notices.

5.6. Algorithmic transparency
The following suggestions concerning algorithmic transparency are reflected in the research findings of the UK’s Information Commissioner’s Office (ICO, 2017): techniques for algorithmic auditing can be used to identify the factors and make transparent the algorithm step-by-step development that influence an algorithmic decision and assure public trust; interactive visualization systems can help individuals to understand why a recommendation was made and give them control over future recommendations; and ethics boards can be used to help shape and improve the transparency of the development of machine learning algorithms.

5.7. Codes of conduct, privacy seals and certification
Within each STD, a code of conduct should be adopted, being of mandatory subscription by any interested organization or business. Furthermore, certification schemes (Arts. 42, 43, Recital 100) can be used to help demonstrate data protection compliance of STD big data processing operations. They encourage the “establishment of data protection certification mechanisms and of data protection seals and marks” to demonstrate that processing operations comply with the Regulation. These are awarded by data protection authorities or by accredited certification bodies (ENISA, 2017).

6. Mobile Devices
Another specific key-issue within STD comes out of the almost universal use of mobile devices, mostly smartphones and tablets by travelers. In short, almost every tourist carries a terminal, at least. Hence, with the location and interaction taking place through these devices.

regarding Data Protection. Therefore, the GDPR may not “impose additional obligations on natural or legal persons in relation to processing in connection with the provision of publicly available electronic communications services in public communication networks in the Union in relation to matters for which they are subject to specific obligations with the same objective”, Article 95.

6.1. Geolocation

For STD, geographical information related to the actual location of travelers has an utmost relevance, mostly to adjust services to their potential demands, by following their behavior in real time. Specifically, this data is obtained and shared in order to provide shared services as maps, including references to the nearest points of interest, possibly enhanced with augmented reality, or the location of other people, namely nearby friends or children that departed for short explorations on their own. Technically, this location services lay on a combined framework of GPS, GSM base stations and Wi-Fi points of access.

As everybody, or almost, carry along their mobile devices permanently, this data permits the built of detailed profiles, including those of related persons, through social-graphs, leading to increased privacy risks.

Article 2 of the ePrivacy Directive defines “location data” as “any data processed in an electronic communications network, indicating the geographic position of the terminal equipment of a user of a publicly available electronic communications service”. However, this only applies to the processing of personal data in connection with the provision of publicly available electronic communications (Art. 4). So, within a STD, a close cooperation of each tourism related service provider with telecom operators has to be promoted, in order to provide a clear and common interface for travellers to manage their consent options, according to their desired privacy levels, in general or for each provider. Notwithstanding, common settings related to anonymization, pseudonymization and minimization, as well as to the eventual erasure of data, should also be designed at each STD (Regulation 2016/679. ART 29 WP Opinion 5/2005; Regulation 2016/679. ART 29 WP Opinion 13/2011).

6.2. Georeferenced services apps

Currently, the most usual interface of travelers with tourism services providers are the apps, software applications designed for specific tasks, present at each smart mobile device. Adding to these, apposite apps are usually provided by STD, for the coordination of the single providers.

However, these apps convey relevant privacy risks, mostly related to the huge amount of data being processed and to the access to core services of the device, such as address books and locations, made available by Applications Programming Interfaces. Besides, apps also connect through network interfaces as Wi-Fi, Bluetooth, NFC or Ethernet. So, at STD, the stated requirements regarding “privacy by design” and “privacy by default” must be taken seriously. This, both for STD own apps and to local tourism related services providers apps, even putting in place a certification procedure for the later. In any case, a key feature would be a reduced access to geolocation data, with specific and time limited consent required, along with strict purpose limitation and data minimisation (Regulation 2016/679. ART 29 WP Opinion 02/2013).

6.3. The Future ePrivacy Regulation

Having regard for the shortcomings of ePrivacy Directive, the European Commission presented a Proposal for a new ePrivacy Regulation3, the 10th January 2017. According to the Proposal, the New Regulation will have a relevant effect on geolocation related rules, as Over-The-Top services are included. Besides, and with a highest impact, the tracking of the devices might take place without the consent of the person concerned, the allowed scope of the collected data and subsequent processing activities are not clear, the same for the need of consent related to metadata (Regulation 2016/679. ART 29 WP Opinion 01/2017; Regulation 2016/679.


ART 29 WP Opinion 345; Regulation 2016/679. ART 29 WP Opinion 6/2017; EDPB, 2019). Yet, we should wait for the final agreement between the EU Institutions before an accurate analysis of the New Regulatory Ecosystem regarding ePrivacy.

7. Some conclusions

The preceding analysis emphasizes that Smart Tourism is becoming a major contributor to, and benefactor of, ubiquitous, always-on data capture about customers, aimed at enhanced tourism experiences, and increasing competitiveness, already based on AI.

However, this extensive collection and processing of personal data in the context of STD using algorithm-driven techniques has given rise to serious privacy concerns, especially relating to the wide-ranging electronic surveillance, including geolocation, and to the profiling of travelers, all in real time. Even, this is made on Good Faith, to deliver personalized experiences for each customer and not with the sole objective of increasing the revenues of business or the control of the whereabouts of citizens, GDPR and ePrivacy compliance is mandatory.

Therefore, our foremost concern was to provide an in depth understanding of the main sensitive Data Protection related risks, namely those related to the profiling of travelers, as well as of the available compliance tools. Of course, we could have taken another approach, for instance taking the perspective of the rights of the travelers, as data subjects, regarding STD and / or addressing the issues related to special categories of data, but that would unbalance the article and divert the readers from the central issues under analysis.
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